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Abstract
A current mineral exploration focus is the development of tools to identify magmatic districts predisposed to host porphyry 
copper deposits. In this paper, we train and test four, common, supervised machine learning algorithms: logistic regression, 
support vector machines, artificial neural networks (ANN) and Random Forest to classify metallogenic ‘fertility’ in arc mag-
mas based on whole-rock geochemistry. We outline pre-processing steps that can be used to mitigate against the undesirable 
characteristics of geochemical data (high multicollinearity, sparsity, missing values, class imbalance and compositional data 
effects) and therefore produce more meaningful results. We evaluate the classification accuracy of each supervised machine 
learning technique using a tenfold cross-validation technique and by testing the models on deposits unseen during the train-
ing process. This yields 81–83% accuracy for all classifiers, and receiver operating characteristic (ROC) curves have mean 
area under curve (AUC) scores of 87–89% indicating the probability of ranking a ‘fertile’ rock higher than an ‘unfertile’ 
rock. By contrast, bivariate classification schemes show much lower performance, demonstrating the value of classifying 
geochemical data in high dimension space. Principal component analysis suggests that porphyry-fertile magmas fraction-
ate deep in the arc crust, and that calc-alkaline magmas associated with Cu-rich porphyries evolve deeper in the crust than 
more alkaline magmas linked with Au-rich porphyries. Feature analysis of the machine learning classifiers suggests that the 
most important parameters associated with fertile magmas are low Mn, high Al, high Sr, high K and listric REE patterns. 
These signatures further highlight the association of porphyry Cu deposits with hydrous arc magmas that undergo amphibole 
fractionation in the deep arc crust.
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Introduction

Igneous rock suites associated with porphyry Cu deposits are 
typically characterised by a distinct whole-rock geochemical 
signature that has been developed as an indicator of metallo-
genic ‘fertility’, meaning that magmas with such signatures 
may be predisposed to form porphyry Cu mineralisation. 
Several hallmarks of magma fertility have been proposed 
including high Sr/Y, high La/Yb, high Eu/Eu*, high Sr/MnO 
and high Al2O3/TiO2 (Baldwin and Pearce 1982; Richards 
2011; Wilkinson 2013; Loucks 2014; Ahmed et al. 2020), 
which have been increasingly used in porphyry Cu explo-
ration. The distinct chemistry is thought to originate from 
the processes that may be important in generating magmas 
that form porphyry Cu deposits, involving strongly com-
pressional tectonic regimes that promote crustal thickening 
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and protracted magma storage at deep crustal levels (Sillitoe 
2010; Richards 2011; Chiaradia and Caricchi 2017). This 
causes differentiation of magmas at high pressure and melt 
H2O contents, stabilising amphibole ± garnet, in which Y, 
MREEs and HREEs are compatible, but suppressing pla-
gioclase in which Sr and Eu are compatible. This leads to 
rocks having the characteristics noted above, which can 
then be discriminated from normal arc rocks using bivari-
ate thresholds (e.g. Loucks 2014; Ahmed et al. 2020; Wells 
et al. 2021). Such classification methods are useful but lim-
ited because they ignore additional variables that may hold 
fertility signals and lead to false positive outcomes because 
other processes can generate similar geochemical signatures. 
Some parameters are also susceptible to modification by 
hydrothermal alteration. Furthermore, false negative results 
are also common in porphyry rocks, such as in less evolved 
compositions (< 65 wt% SiO2; Loucks 2014) and in more 
variable tectonic settings associated with alkaline magmas 
and gold-rich porphyry deposits (Chiaradia 2020).

Machine learning is the science of using computers to 
learn from data. Over the last few decades, machine learn-
ing algorithms have been developed to identify patterns and 
trends in diverse datasets and make predictions (Alpaydın 
2014; Hastie et al. 2009; Bell 2014; Kubat 2017). Supervised 
classification learning is a branch of this, where input data 
are assigned a class label and the machine is trained to pre-
dict the class label using the input data. A geological exam-
ple is the classification of tectonic settings of basalts using 
whole-rock chemistry (Ueki et al. 2018). Such techniques 
have significant potential in mineral exploration because 
datasets are becoming increasingly large, with significant 
numbers of observations (i.e. analyses) and features (i.e. 
analytes). Previous work has highlighted the application of 
such techniques to a variety of data types to predict mineral 
prospectivity, such as hyperspectral mapping, lithological 
mapping, structural mapping, soil geochemistry and litho-
geochemistry (Cracknell and Reading 2014; Carranza and 
Laborte 2015; Rodriguez-Galiano et al. 2015; Geranian et al. 
2016). Many supervised machine learning algorithms exist, 
but the most successful and widely used algorithms in min-
eral exploration and geochemistry are logistic regression, 
decision trees (including Random Forest), support vector 
machines and artificial neural networks (Vermeesch 2006; 
Rodriguez-Galiano et al. 2015; Geranian et al. 2016; Zhao 
et al. 2016; Zhao et al. 2016; Gregory et al. 2019; Yeomans 
et al. 2020).

In this study, four supervised machine learning algo-
rithms (logistic regression, artificial neural networks, sup-
port vector machines and Random Forest) were applied to 
classify the metallogenic fertility of rocks in a compilation 
of global whole-rock data in order to distinguish samples 
spatially and temporally associated with porphyry Cu depos-
its from samples not associated with known mineralisation. 

The aims of this study are to (i) demonstrate the potential of 
such techniques for porphyry Cu exploration in magmatic 
arcs and quantify any improvement with respect to existing, 
largely bivariate techniques; (ii) compare the performance 
of each classification technique; (iii) establish whether a 
high-performing classifier can be generated regardless of 
the magma affinity; and (iv) identify the most important 
discrimination parameters for magma fertility and discuss 
the implications of these for the formation of porphyry Cu 
deposits.

Methods

Data compilation and quality control

Whole-rock geochemical data from porphyry Cu deposits 
were compiled from the literature (Table 1). A range of 
deposit sizes and types were included to ensure that the 
machine learning models were capable of learning and pre-
dicting fertility, independent of deposit size or type. The 
data were randomly down-sampled to ensure that no sin-
gle deposit accounted for greater than 100 observations in 
the dataset, to reduce bias from over-representation. In the 
compiled data, whole-rock analyses were assigned a magma 
affinity (calc-alkaline or high-K calc-alkaline to shoshonitic) 
to allow a comparison of their whole-rock chemistry. These 
magma affinities are derived from the literature, whole-rock 
geochemistry (Peccerillo and Taylor 1976) and reported 
nomenclature of igneous rocks, following the approach of 
Chiaradia (2020).

Data unrelated to porphyry Cu deposits were parsed from 
the GEOROC database (http://​georoc.​mpch-​mainz.​gwdg.​
de/​georoc/) for the Andean, Sulawesi, Luzon, Banda and 
Solomon arcs. These arcs were selected because they are 
known to host porphyry deposits and prospects of various 
types and represent a range of tectonic settings and magma 
affinities. These datasets were filtered to exclude any obser-
vations labelled as sedimentary rocks, metamorphic rocks, 
peridotites or veined rocks.

Major and trace elements selected for the compiled data 
were Si, Al, Fe (calculated as Fe2+), Mg, Ca, Na, K, Ti, 
Mn, Sr, Y, La, Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, 
Yb and Lu. These features were chosen based on (1) the 
knowledge that they exhibit high variance during petroge-
netic processes; (2) the fact that they have previously been 
shown to effectively discriminate porphyry Cu fertile igne-
ous rocks; and/or (3) their being commonly reported in lit-
erature studies. Additional elements (e.g. V, Sc, Nb and Zr; 
Loucks 2014; Wells et al. 2021) have previously been found 
to act as useful discriminants; however, here we restrict our 
element list to those that have the most complete records in 

http://georoc.mpch-mainz.gwdg.de/georoc/
http://georoc.mpch-mainz.gwdg.de/georoc/
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Table 1   Porphyry Cu deposits included in the whole-rock geo-
chemical dataset used in the training dataset for the machine learn-
ing techniques. Magma affinities are derived from Chiaradia (2020). 
CA = associated with calc-alkaline magmas, K = associated with 
high-K calc-alkaline to shoshonitic magmas. Approximate age ranges 

of the igneous rocks in the dataset, tonnage and grades for deposits 
(Singer 2005), the number of observations present in the filtered data-
set and references are given. The age ranges include magmatism that 
precedes mineralisation by > 2Myr

Deposit Country Magma affin-
ity

Age range 
(Ma)

Tonnage Cu grade (%) Mo grade (%) Au grade (g/t) n References

Altar Argentina K 12–10 802 0.42  - 0.06 10 Maydagan et al. 
(2014)

Almalyk Uzbekistan K 326–312 6080 0.39 0.0023 0.37 4 Cheng et al. 
(2018)

Andacolla Chile K 104 417 0.34 - 0.12 2 Richards et al. 
(2017)

Balsapamba Ecuador CA 22 -  < 0.1 - - 9 Schütte et al. 
(2010a, 
2010b)

Batu Hijau Indonesia K 15–13 1644 0.44 0 0.35 7 Cooke et al. 
(2005); 
Fiorentini and 
Garwin (2010)

Bingham 
Canyon

USA K 38–37 3230 0.882 0.053 0.38 9 von Quadt 
et al. (2011); 
Grondahl and 
Zajacz (2017)

Canicapa Ecuador CA 20 - - - - 3 Schütte et al. 
(2010a); 
Schütte et al. 
(2010b)

Chaucha Ecuador CA 24–10 363 0.4 0.03 0 7 Schütte et al. 
(2010a, 
2010b)

Chuquicamata Chile CA 35–33 21,277 0.592 0.04 0.013 17 Ballard et al. 
(2002)

Corocco-
huayco

Peru CA 40–35 155 1.57 0 0.33 32 Chelle-Michou 
et al. (2014, 
2015)

Cuellaje Ecuador CA NA - - - - 3 Schütte et al. 
(2010a, 
2010b)

Don Manuel Chile CA 4–3 - - - - 14 Gilmer et al. 
(2018)

Dos Amigos-
Tricolor

Chile K 107 36 0.36 2 Richards et al. 
(2017)

El Abra Chile CA 63–37 1779.4 0.494 0.0058 0 85 Ballard et al. 
(2002)

El Salvador Chile CA 44–42 3836.3 0.447 0.022 0.1 5 Lee (2008)
El Teniente Chile CA 24–3 20,731 0.62 0.019 0.005 31 Stern and 

Skewes 
(1995); Reich 
(2001); Rojas 
(2003); Vry 
(2010); Stern 
et al. (2011)

Escondida Chile CA 268–37 11,158 0.769 0.0062 0.25 32 Richards et al. 
(2001)

Gaby-Papa 
Grande

Ecuador CA 21 308 0.09 0.025 0.73 11 Schütte et al. 
(2010a, 
2010b)
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the database, and are least subject to incomplete analyses 
and missing values.

The use of composite datasets (e.g. GEOROC) that com-
prise numerous sources of data requires quality control 
because each dataset was acquired using different methods 
(different preparation and instrumentation). Rocks analysed 
will also contain varying degrees of hydrothermal alteration, 
particularly for those derived from porphyry Cu systems. To 
help ensure that the compilation contained acceptable data, 
selection criteria of < 3.5 wt% loss on ignition (LOI) and 
analytical totals of 97.5–101.5 wt% were set (c.f. Loucks 
2014). Data were also filtered to remove analyses that were 
feldspathoid-normative or contained > 3% normative corun-
dum (Verma et al. 2003; Williams et al. 2020), because these 
would likely indicate significant hydrothermal alteration, 
or, in the case of high normative corundum, could indicate 

plagioclase accumulation. After data filtering, the compila-
tion from porphyry Cu deposits (not including GEOROC 
data) comprised 555 least altered observations from 41 por-
phyry Cu systems (Table 1; Electron Supplementary Materi-
als (ESM), Fig. S1). The filtered GEOROC-derived database 
consisted of 3559 observations.

Treatment of outliers

Consideration of the handling of outliers is necessary when 
training machine learning algorithms as they can be highly 
sensitive to the range and distribution of data. However, 
deciding the method for handling outlying data points is 
challenging because outliers can have multiple origins. 
Outliers arising from analytical or human error would be 
unrepresentative of patterns in the dataset and are best 

Table 1   (continued)

Deposit Country Magma affin-
ity

Age range 
(Ma)

Tonnage Cu grade (%) Mo grade (%) Au grade (g/t) n References

Junin Ecuador CA 9 319 0.71 0.026 0 1 Schütte et al. 
(2010a, 
2010b)

Kadjaran Armenia K 34–21 1700 0.27 0.055 0.65 8 Rezeau et al. 
(2016, 2017)

La Colosa Colombia K 8 821 0.11 0.017 0.8 14 Gil-Rodriguez 
(2010); 
Naranjo et al. 
(2018)

Ministro Hales Chile CA 210–33 1249 0.68 - - 7 Ballard (2001)
Northparkes Australia K 452–436 472 0.56 0 0.19 37 Pacey (2016)
Ok Tedi Papau New 

Guinea
K 1.5–1.1 854 0.64 0.011 0.78 16 Pollard et al. 

(2020)
Pebble Alaska (USA) K 100–41 7510 0.416 0.024 0.33 43 Olson (2015); 

Olson et al. 
(2017)

Productora Chile K 130 214.3 0.48 0.0138 0.1 1 Richards et al. 
(2017)

Qulong Tibet (China) K 18–15 1517 0.52 0.032 0 22 Hu et al. (2015)
Radomiro 

Tomic
Chile CA 39–34 4980 0.39 0.015 0 23 Ballard (2001); 

Cooke et al. 
(2005); 
Cabrera 
(2011)

Relincho Chile CA 100–64 581 0.43 0.018 0 88 Greenlaw 
(2014)

Rio Blanco-
Los Bronces

Chile CA 19–4 16,816 0.601 0.02 0 4 Skewes and 
Stern (1995); 
Toro et al. 
(2012)

Sarycheku Uzbekistan K 338–313 200 0.5 0 0.1 6 Cheng et al. 
(2018)

Tampakkan Phillipines K 14–0.2 2500 0.48 0 0.2 29 Rohrlach (2002)
Telimbela Ecuador CA 22 - - - - 1 Schutte et al. 

(2010a, 
2010b)



Mineralium Deposita	

1 3

discarded. However, statistical outliers may also arise as a 
natural product of diverse geological processes and discard-
ing them may ultimately bias the models. Common outlier 
identification methods, such as the standard deviation or 
Tukey method, rely on data being normally distributed, and 
so are not well suited to geochemical data that rarely exhibit 
normal or log-normal distributions (Reimann and Filzmoser 
2000). For example, discarding data above the potential out-
lier and extreme outlier thresholds for Sr (i.e. data points 
that lie three times the inter-quartile range away from the 
median following the Tukey method) would remove many Sr 
observations that may reflect a less common, but nonetheless 
important, geological process. Because igneous rocks asso-
ciated with porphyry deposits can be typified by high Sr, this 
would introduce a bias in the machine learning models. This 
may additionally reduce the capacity of the models to reveal 
geologically meaningful processes through feature analysis. 
Hence, we do not filter outliers from the data, with rare or 
extreme outliers treated as ‘noise’, to which the machine 
learning algorithms should attribute little weight.

Treatment of missing values

Another issue is the treatment of missing values in datasets 
because most machine learning algorithms cannot be applied 
in such instances. Defining the optimal strategy for dealing 
with missing data is challenging since these can arise for a 
multitude of reasons. For example, in geochemical datasets, 
different analytical packages may have been used, which 
may not have all been capable of determining the full range 
of elements (missing values), or there may be data below the 
limit of detection (censored values).

A simple approach would be to remove observations 
that contain missing values. However, this can significantly 
reduce the size of the dataset because missing values for 
multiple elements are common in geochemical compila-
tions with numerous, variable data sources. Furthermore, 
removing observations with missing data could introduce 
bias, for example because certain data sources (e.g. indus-
try vs. academic) under-report specific elements. Another 
common method is to replace missing values (‘impute’ 
them) with a mean/median value derived from the rest of 
the data, or from within a given data subset. More sophis-
ticated imputation methods exist such as those which use 
multi-variable regression, nearest neighbour approaches and 
non-parametric methods suitable for compositional data (e.g. 
Martín-Fernández 2003; van Buuren 2012). Significantly, 
classification methods now exist that are capable of handling 
missing values in datasets, such as the tree-based XGBoost 
system (Chen and Guestrin 2016). For simplicity, we did not 
include observations if they contained missing or censored 
values for the elements selected, except for partial gaps in 
rare earth element data which can be accurately interpolated 

from neighbouring rare earth elements. However, appropri-
ately dealing with missing values is critical for industry-
oriented classification tasks or with smaller training datasets 
where data loss is not an option.

Defining and classifying fertility

Arc magmas that are predisposed to generate porphyry Cu 
deposits are termed ‘fertile’ (e.g. Wilkinson 2013). How-
ever, district-scale studies have shown that fertile chemical 
signatures are not unique to the syn-mineralisation intru-
sions alone but can be found in rocks that closely pre- and 
post-date mineralisation, as well as rocks that formed several 
million years prior to mineralisation, such as host batholiths 
(Fig. 1, Ballard et al. 2002; Chiaradia et al., 2009; Nathwani 
et al. 2021). Ideally, therefore, ‘fertility’ should be treated 
as a probabilistic measure. However, for this initial analysis, 
we chose the simpler binary labelling (‘fertile’ or ‘unfertile’) 
approach, but this does require an objective definition in the 
training process to provide an effective classification model 
that is appropriate for the application for which it is being 
designed. We therefore classified any igneous rock from the 

Fig. 1   Scatterplot showing whole-rock Sr/Y in the Quellaveco Dis-
trict, Southern Peru (data from Nathwani et al. 2021) as a function of 
emplacement age determined by zircon U–Pb LA ICP-MS data. Error 
bars are 2σ errors on the weighted mean with a propagated 2% sys-
tematic uncertainty. Dashed line indicates the ‘fertile’ threshold for 
Sr/Y proposed by Loucks (2014). Shaded regions indicate the time 
periods of bulk Cu mineralisation (darker red) and inferred minor Cu 
mineralisation (paler red) at Quellaveco (Simmons 2013; Nathwani 
et  al. 2021). Plot indicates that high Sr/Y (‘fertile’) compositions 
were present in the ~ 2 Myr prior to the onset of Cu mineralisation 
(grey shaded region) and peaked during bulk Cu mineralisation
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porphyry-related sample sets (from porphyry districts on the 
scale of ~ 10 km) that formed 2 Myr prior to, or after, min-
eralisation as ‘fertile’ and those from the same district that 
are older or younger than this window as ‘unfertile’. This 2 
Myr interval was selected because, according to recent stud-
ies, the development of ‘fertile’ magma chemistry occurs 
within 2 Myr of the onset of mineralisation in porphyry Cu 
districts, for example at Quellaveco, Peru (Fig. 1; Nathwani 
et al. 2021). This timescale is also equivalent to the maxi-
mum duration of porphyry Cu mineralisation in individual 
centres (Chelle-Michou and Rottier 2021). The temporal 
classification scheme was implemented using published 
geochronology for the ages of magmatic events and min-
eralisation for each included deposit (see Table 1). Based 
on this criterion, the porphyry Cu dataset consisted of 440 
fertile observations and 115 unfertile observations. In the 
GEOROC-derived database, any observations that are from 
known porphyry systems were moved to the porphyry Cu 
database and the remaining observations were labelled as 
‘unfertile’. This age window for the porphyry district sam-
ples is not supposed to define the precise onset of the devel-
opment of ‘fertile’ signals, which is difficult to be certain 
of based on current studies and may differ from site to site, 
but rather to provide an objective criterion for the training 
process. The outcomes of the machine learning models are 
discriminations that refer to this same ‘fertility’ definition, 
i.e. the models, if successful, should be able to recognise 
rocks that have a moderately close spatial and temporal rela-
tionship with a potential mineralisation event. This approach 
alone cannot predict whether a deposit actually formed since 
many additional factors that are not included in this approach 
may govern the formation of porphyry Cu mineralisation. 
These factors include the style and availability of structural 
conduits, the rheology and composition of the crust and the 
volume and duration of magmatic activity (Seedorff et al. 
2005; Sillitoe 2010; Richards 2013; Chelle-Michou et al. 
2017).

The compositional data problem

Geochemical data are an example of compositional data 
where each component is not an absolute value but are rela-
tive values that sum to a constant C (e.g. 100%). Composi-
tional data are typically expressed as a sum of k individual 
components xi, and for a given composition, if one compo-
nent xi were to increase, this would require a decrease in the 
other components xk−1 to retain the constant sum (Aitch-
ison 1982). A classic example is whole-rock geochemical 
data that are typically expressed as percentages or in parts 
per million that sum to a constant (e.g. 100% or 106). The 
constant sum effect leads to spurious correlations, such as 
a bias towards negative correlations between components 
that are otherwise positively correlated (Chayes 1960). For 

example, a traditional ‘Harker variation diagram’ of SiO2 vs 
Al2O3 for igneous rocks typically shows a negative correla-
tion (ESM 1, Fig. S2), conventionally interpreted as indicat-
ing plagioclase fractionation. However, this trend may be 
partly or entirely spurious because an increase in SiO2 from 
50 to 75 wt% must be accompanied by a halving of other 
components to retain the constant sum of 100%. Addition-
ally, igneous rock compositions typically yield non-normal 
distributions (Ahrens 1954; Reimann and Filzmoser 2000). 
These properties preclude the application of traditional sta-
tistical techniques on raw compositional data because many 
statistical techniques assume variables vary independently of 
each other and that they fulfil normal distributions.

The recognition of the interdependent and non-parametric 
nature of compositional data led to the introduction of log-
ratio transformations (Aitchison 1986). The centred-log-
ratio (clr) for an individual component of a composition xi is 
obtained by dividing this component by the geometric mean, 
g(x), of all the components of composition x and taking the 
natural logarithm of this ratio (Aitchison 1986, see ESM 1, 
Table S1 for an example calculation):

The clr transformation allows the redefined components 
to vary within unconstrained real space, rather than being 
constrained by a constant sum, and thus allows the applica-
tion of multivariate statistic techniques on the transformed 
data. Such pre-processing is particularly valuable in this 
study where varying degrees of hydrothermal alteration 
may cause significant mass loss/mass gain, leading to addi-
tional spurious correlations in the dataset. Another useful 
characteristic of the clr-coordinates is that they are sensitive 
to relative rather than absolute variance. For example, in a 
suite of rocks where SiO2 varies from 60 to 65 wt% and CaO 
from 1 to 6 wt%, both components have an absolute variance 
of 5 wt%, but relative variances of 1.08 and 5 respectively 
(Lipp et al. 2020). The latter is captured by clr-coordinates. 
Although Random Forest is non-parametric (i.e. can handle 
interdependent and non-normally distributed data), in this 
study, we have clr-transformed all data for consistency using 
the pyrolite package in Python (Williams et al. 2020).

It is common for datasets to be scaled before training 
machine learning models so that each feature has a mean of 
0 and a standard deviation of 1. This can be advantageous in 
that it allows each feature to contribute proportionally dur-
ing the training process and it can reduce the computation 
time required for certain techniques (e.g. gradient descent 
algorithms in artificial neural networks; Ioffe and Szegedy 
2015). However, here we do not scale features, because all 
features have the same units and the removal of variance can 
lead to information loss (Lipp et al. 2020).

(1)clr
(
xi
)
= ln

(
xi

g(x)

)
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Class imbalance

Many classification problems involve classes that do not 
contain equal numbers of observations; this is likely to be 
common in mineral exploration applications because ore 
deposits represent rare geochemical anomalies in the Earth’s 
crust. In this study, the proportion of data from porphyry 
systems (9%) is far lower than that from ‘unfertile’ igneous 
rocks (91%). This can lead to misrepresentation of classifi-
cation accuracy because, in our case, if a classifier always 
predicted ‘unfertile’, then the classifier would misleadingly 
have a 91% classification accuracy, despite never correctly 
classifying any fertile observations. One method to avoid 
this problem is to use alternative performance metrics such 
as confusion matrices and receiver operating characteristic 
curves. However, class imbalance can still lead to models 
that favour prediction of the majority class and therefore 
have a higher probability of misclassification of the minority. 
It has been shown, particularly for smaller, complex datasets, 
that class imbalance can reduce the performance of decision 
trees, neural networks and support vector machines (Japko-
wicz and Stephen 2002).

Although the class imbalance in our dataset (91% unfer-
tile, 9% fertile) is not extreme compared to that possible 
in other machine learning problems, a balanced class dis-
tribution is optimal (Weiss and Provost 2003). The sim-
plest approaches to achieving this are to under-sample the 
majority class or over-sample the minority class to produce 
a class-balanced database (Kubat 2017). Although over-
sampling has been shown to produce better performance 
and avoids the data loss inherent in under-sampling (Japko-
wicz and Stephen 2002), under-sampling of the majority was 
employed in this study because over-sampling was found to 
lead to overfitting of the models (see ESM 1, Fig. S3).

Model generalisation

Ultimately, supervised machine learning models aim to per-
form well when predicting the output on data not encoun-
tered during the training process. This is attained when the 
model can generalise the training data, rather than overfit-
ting or underfitting. Overfitting of training data occurs when 
the model captures variance or ‘noise’ in the dataset rather 
than the underlying data distribution, meaning it will fail to 
predict future observations reliably (ESM 1, Fig. S4). Such 
models are said to have high ‘variance’ error, meaning they 
are sensitive to small fluctuations in the training data. Under-
fitting occurs when a model does not fully capture the under-
lying data distribution because it is not complex enough 
(ESM 1, Fig. S4). Such models have high ‘bias’ error, mean-
ing the model oversimplifies the problem due to incorrect 
assumptions during the training process. Decreasing vari-
ance (decreasing model complexity) causes an increase in 

bias, and vice versa (known as the ‘bias-variance tradeoff’); 
hence, an optimal balance must be sought to reduce the total 
error in the model. If one considers a two-dimensional fic-
tive dataset comprising two data classes (ESM 1, Fig. S4), 
the optimal classifier will better classify unseen test data 
when compared to an overfit classifier which models noise 
or an underfit classifier which oversimplifies. Feature selec-
tion, dimensionality reduction and hyperparameter tuning 
are examples of methods that can be used during the training 
process to mitigate against overfitting and underfitting, and 
thus reduce total error.

Dimensionality reduction and principal component 
analysis

Although the focus of this study is supervised machine 
learning, it is common for supervised techniques to be pre-
ceded by an unsupervised step for dimensionality reduction. 
Unsupervised techniques are those that learn patterns from 
unlabelled data. Dimensionality reduction reduces a data-
set into a smaller number of parameters that can represent 
covariances within the original dataset. The technique is 
valuable because, with increasing numbers of features (such 
as compositional variables), complete data tend to become 
increasingly sparse as the Euclidean distance between data 
points increases. Sparsity generally increases exponentially 
with increasing features, requiring extremely large numbers 
of observations to cover the high dimension space. It can be 
challenging to apply supervised machine learning techniques 
to such datasets and the generated models are highly prone 
to overfitting. Although such effects may be small with a 
dataset of the size considered here, and similarly accurate 
results are produced with and without dimensionality reduc-
tion (ESM 1, Fig. S5), we prefer to include this stage as best 
practice. Furthermore, geological interpretability also can 
be derived from this stage (principal component loadings 
and scores).

Here, we use principal component analysis (PCA) on the 
clr-transformed data to reduce the features in the geochemi-
cal database to a smaller number of features that are repre-
sentative of the covariance structure of the dataset. Principal 
components (PCs) are linear combinations of the original 
variables. The first PC is computed using least squares fit-
ting to find a plane that accounts for the maximum amount 
of variance in the dataset. The second PC is consequently 
orthogonal to the first component to show the dimension 
of second-most variance. Further PCs are calculated in the 
same manner. These PCs increase the signal/noise ratio in a 
dataset which can aid in more effective classification. Also, 
they are orthonormal (i.e. statistically independent) and 
reflect linear processes which can be attributed to geologi-
cal processes (Grunsky and Caritat 2019). Each observation 
is assigned a factor score for each PC which represents the 
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degree of variance of the observation in the dimension of the 
PC. These factor scores are used as the inputs for machine 
learning. PCA was implemented using the PCA function in 
scikit learn in Python (Pedregosa et al. 2011). Only the first 
6 PCs, which account for ~ 90% of the variance of the train-
ing dataset (ESM 1, Fig. S6), are included in the models. 
Removing the further PCs reduces noise in the training data-
set and therefore makes the models less prone to overfitting 
(see ESM 1, Fig. S7).

Supervised machine learning techniques

The descriptions of the machine learning techniques used 
here are a brief summary of those found in Hastie et al. 
(2009) Alpaydın (2014), Bell (2014) and Kubat (2017). 
For a complete discussion of these techniques, the reader 
should refer to these texts and references cited therein. All 
machine learning techniques were applied using scikit learn 
(Pedregosa et al. 2011), a machine learning package coded 
in Python.

Logistic Regression

Logistic regression is one of the simplest supervised 
machine learning techniques. It uses a logistic (sigmoid) 
function to predict a binary class label based on a linear 
combination of one or more independent variables. For an 
example dataset (Fig. 2a), the probability of an observation 
X (e.g. a whole-rock composition) belonging to a class Y 
(where Y can either be fertile or unfertile) would be mod-
elled using the logistic function to calculate a probability 
between 1 and 0:

where the linear combination of features f(x) is the sum 
of each individual feature x (e.g. each component in a bulk 
rock composition) multiplied by a weight coefficient w with 
an added bias term, or intercept b:

A numerical optimisation algorithm (which minimises 
an objective function) is used to select the values for the 
weight coefficients for each feature to minimise the clas-
sification error during the training process. The derived 
‘best fit’ logistic function can then be used to predict the 
probability of an unknown observation belonging to class 
Y (e.g. the probability of being fertile), and if the prob-
ability is higher than a ‘threshold’ (typically 0.5—Fig. 2a), 
it is classified as positive (e.g. fertile). Logistic regression 
has been used across a range of geological studies, with 

(2)P(Y|X) = 1

1 + e−f (x)

(3)f (x) =

n∑

i=1

wixi + b

relevant examples including prospectivity mapping (Car-
ranza and Hale 2001; Porwal et al. 2010), hydrothermal 
alteration mapping using lithogeochemical data (Mokhtari 
2014) and detrital provenance studies (Itano et al. 2020).

Artificial Neural Networks

Artificial neural networks are named due to their analo-
gous architecture to animal brains. The individual unit of 
an artificial neural network is a neurone, which, like a 
biological neurone, converts a series of input signals to 
an output signal. A neurone first takes the weighted sum 
of all the inputs (in which each input element is assigned 
a weight w depending on its desired impact on the output) 
and adds a bias term b (Eq. 3). This then passes through 
a function f (such as a sigmoid, ReLu or tanh function), 
termed the activation function, which converts the value 
to an output that determines how ‘active’ the neurone is 
(Fig. 2c inset). An example neurone with xn input features 
with corresponding wn weights and a bias term b could 
use a sigmoid activation function like logistic regression 
(Eq. 3). Essentially, this converts the input to a value 
between a set range (e.g. between 0 and 1, where 1 is fully 
active and 0 is inactive). Feed-forward, multi-layer neural 
networks consist of layers, where each layer is composed 
of many neurones (Fig. 2c). The data are first fed from an 
input layer (Fig. 2c) and then pass through one, or several, 
‘hidden layers’ before arriving at an output layer where a 
classification can be made (Fig. 2c; fertile or unfertile). 
During training, the model aims to determine the values 
for w and b in each neurone that produces the most suc-
cessful classification result. When an untrained ANN first 
receives training data and produces an initial classification, 
it computes the classification error using the cost function. 
The algorithm works backwards through the network by a 
process known as back-propagation to adjust the weights 
and biases to minimise the cost. It does so by computing 
a gradient for the cost function and adjusting the weights 
and biases towards minima for the cost function (using the 
steepest gradient) by gradient descent.

The back-propagation process has a substantial number of 
weights and biases that must be adjusted in each neurone to 
achieve a low classification error. ANNs can produce overly 
complex models, making them prone to overfitting, particu-
larly where the number of hidden neurones is large, or where 
noisy datasets are involved, thus regularisation methods to 
reduce overfitting are generally required (e.g. dropout; Sriv-
astava et al. 2014). Neural networks have been the focus of a 
number of studies of mineral prospectivity mapping using a 
variety of data including soil geochemistry, geological map 
information and geophysics (Porwal et al. 2003; Rodriguez-
Galiano et al. 2015; Zhang et al. 2019; Li et al. 2020, 2021).
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Support vector machines

Support vector machines are a supervised machine learning 
method used in the classification of high-dimensional, non-
linear data. The method transforms data into high dimension 

space with the aim of separating them using a high-dimen-
sional decision surface, termed a hyperplane (Cortes and 
Vapnik 1995). In a simple case, two classes of bivariate data 
(Fig. 2b) can be separated by a line, with the data points 
closest to this line being the support vectors. The optimal 

Fig. 2   Schematic illustrations of the four supervised machine learn-
ing methods used in this study. a Logistic regression showing a logis-
tic function fit to binary data based on a variable x; b support vector 
machine (SVM) showing linear hyperplane between binary classes 
on a bivariate plot, showing the locations of the support vectors and 
the margin; c artificial neural network (ANN) showing the input layer 
consisting of n different features (i.e. elements), which are trans-

lated through a ‘hidden layer’ composed of five neurones, producing 
a binary output y (i.e. fertile or unfertile). The inset figure shows an 
individual neurone which contains a logistic function as the activation 
function; d Random Forest—where a dataset is sub-sampled n times 
and a classification tree is built on each subset to predict the label (i.e. 
fertility). The average result of all trees is taken as a final prediction
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classification position of the line is that which is furthest 
from the support vectors and therefore has the maximum 
margin.

In many real datasets, it is impossible to completely 
separate data classes, thereby requiring the formulation of 
a soft margin. Here, a penalty is incurred for data that are 
misclassified or are within the margin, with misclassified 
data points further from the hyperplane being assigned a 
larger penalty. This is important for noisy datasets; however, 
this can also lead to overfitting where the model becomes 
too biased towards noise in the training data. The user can 
specify the importance given to classification mistakes (C), 
where a low importance focuses on maximising the margin 
(i.e. the distance between the support vectors), whereas a 
high importance focuses on reducing misclassifications — at 
the expense of reducing the margin.

In many classification problems, it may not be possible to 
use a linear or planar function to classify the data. In these 
situations, linearly inseparable data are mapped to a higher-
dimension space using a kernel function by which they can 
be better separated. This process of transforming variables 
into higher dimensions for classification is more computa-
tionally expensive; consequently, support vector machines 
use the kernel trick which allows the algorithm to operate in 
high dimension space without data transformation.

A notable example of a geochemical application of sup-
port vector machines is the tectonic discrimination of vol-
canic rocks using whole-rock geochemistry and isotopes 
by Petrelli and Perugini (2016). The authors showed that 
model performance improves when models are trained on 
an increasing number of dimensions (analytes) and by using 
a non-linear kernel function instead of a linear one. Sup-
port vector machines have also been shown to be effective 
in mineral prospectivity mapping, lithological classifica-
tion and alteration facies discrimination (Zuo and Carranza 
2011; Abedi et al. 2012; Abbaszadeh et al. 2015; Geranian 
et al. 2016).

Classification trees

Classification trees, a subset of decision trees, use obser-
vations of an item to make a prediction of its class value 
using a repetitive set of binary partitions based on threshold 
values of the observations (Breiman et al. 2017). These are 
represented as ‘trees’ in which classification of a dataset X 
initiates at the ‘root node’ and passes down the tree where, 
at each split, or ‘node’, a partition is made in X into two 
descendent subsets based on the split in one variable (greater 
than or less than a given concentration value for a given ele-
ment). Eventually, the item reaches a ‘terminal node’ where 
it is assigned a class value (e.g. fertile or unfertile). Each 
node aims to choose a variable and value that best splits the 
set of items, minimising the probability of misclassification 

(i.e. the impurity). This can be quantified by the Gini impu-
rity G, which is the probability p of incorrectly classify-
ing a randomly chosen observation in the dataset if it were 
randomly labelled according to the class distribution in the 
dataset, where C is the total number of classes:

Classification trees offer some advantages compared to 
other machine learning methods. The first, which is a par-
ticular advantage for studying compositional data, is that 
classification trees are non-parametric and therefore do not 
assume that the data conform to a certain distribution, unlike 
logistic regression, artificial neural networks and some sup-
port vector machines. A second advantage is that the inter-
pretability of classification trees is far greater because they 
can be visualised in two dimensions. However, decision-tree 
learners can create over-complex trees that do not general-
ise the data sufficiently (overfitting). Mechanisms such as 
pruning (removing sections of trees that are non-critical or 
redundant) and setting the maximum depth of the tree are 
necessary to avoid this problem. Vermeesch (2006) dem-
onstrated that classification trees built on 51 major, minor 
and trace elements and isotopic ratios could successfully 
classify the tectonic affinity of basalts with 89% probabil-
ity, and described several useful properties of this approach 
compared to typical bi- or tri-variate tectonic discrimination 
diagrams.

Ensemble methods and Random Forest

Random Forest is an example of an ensemble classification 
method that uses a combination of many predictors (classi-
fication trees) and selects the majority prediction as the final 
output (Breiman 2001). Random Forest reduces the variance 
of the averaged outcome compared to a single decision tree, 
and therefore greatly reduces the error rate. The variance 
is reduced in two ways that aim to minimise the correla-
tion between individual trees. First, each tree in the Random 
Forest is built on a random sub-selection of observations 
(a bootstrap) in the data (Fig. 2d), in which sub-selection 
occurs by replacement. This means that observations may 
be repeated in numerous bootstraps. Second, at each node 
in a tree, the split is made using a random sub-selection of 
features in the data. An observation is classified by each 
of these de-correlated trees in the Random Forest, and the 
majority outcome is the predicted class. This process of 
aggregating several multiple versions of a predictor from 
sub-selections of the dataset is known as bagging (Breiman 
1996). A further advantage of the bagging process is that the 
observations that are not incorporated into the sub-selection 
for each tree, the ‘out-of-bag’ data, can be used to assess the 

(4)G =

C∑

i=1

p(i) × (1 − p(i))
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classification error as trees are added to the forest, meaning 
a validation dataset is not necessary.

Random Forest is particularly effective for datasets with 
many features, even when a considerable proportion is unim-
portant or where there are limited or noisy observations. The 
approach is also thought to reduce overfitting of the training 
data (Breiman 2001) because, as more trees are added to 
the forest, the error function converges towards a minimum, 
making them much more robust than a single decision tree. 
For example, Petrelli et al. (2020) used a number of machine 
learning algorithms and clinopyroxene-melt chemistry to 
determine temperatures and pressures of crystallisation of a 
series of igneous rocks, and their tree-based ensemble meth-
ods (including Random Forest) generally produced lower 
errors than a single decision tree model.

Random Forest is being increasingly used for mineral 
exploration problems. For example, Gregory et al. (2019) 
used it to effectively classify ore deposit types using 11 dif-
ferent trace elements in pyrite. A popular use of Random 
Forest is for mapping lithologies and mineral prospectivity 
using a combination of geochemical and geophysical data 
(Carranza and Laborte 2015; Harris and Grunsky 2015; 
Rodriguez-Galiano et al. 2015).

Model validation

Testing of models on unseen data is critical in assessing the 
ability of supervised machine learning models to generalise. 
Models are typically tested by withholding a portion of the 
dataset from the data used to train the model and using the 
withheld data to test the model performance. The perfor-
mance of models developed here was validated using a ten-
fold cross-validation technique (Fig. 3). This involves split-
ting the data into tenfold (or subsets), with ninefold used to 
train the model, and the withheld fold used to test the model. 
This is repeated 10 times, until every fold has appeared once 
as the test set, and an average of the metric scores is taken to 
give the model performance. The benefit of this approach, as 
opposed to a single train/test set, is that it reduces the pos-
sibility of high bias that may arise from a single train/test 
set and helps to ensure models generalise better on unseen 
data. A further ‘test’ dataset, which is never encountered 
by the algorithm during the training process, is kept aside 
to further test model performance. It is important to ensure 
that pre-processing steps such as PCA are fit to only the 
training data after cross-validation splits, rather than to the 
entire dataset, and then applied to both the training and vali-
dation sets. This is because pre-processing steps should be 
learnt from only the training dataset; otherwise, the training 
dataset will be transformed based on information held in 
the validation dataset, ultimately biasing the cross-validation 
process. We therefore implement pre-processing steps using 
a ‘pipeline’ which sequentially applies data transformations 

and the estimator for each cross-validation step (Pedregosa 
et al. 2011).

Several metrics exist to evaluate the classification per-
formance of binary classifiers. The most popular metric is 
accuracy, which is simply the proportion of correct predic-
tions made by the classifier. However, because accuracy is 
less useful for class imbalanced datasets and multi-class 
classification problems, additional metrics are often used 
which provide better insight into model performance. The 
true positive rate (TPR), also known as sensitivity or recall, 
is a measure of how many of the positive observations were 
correctly classified (true positive, TP) compared to positive 
observations that were incorrectly classified (false negative, 
FN). The false positive rate (FPR) is a measure of how many 
negative observations were incorrectly classified (false posi-
tive, FP) compared to the number of true negative observa-
tions (true negative, TN). The precision (PPV) is a measure 
of how many positive observations were correctly classi-
fied. Commonly, the harmonic mean of recall and precision, 
known as the F1 score, is used as an alternative metric to 
accuracy. These parameters are defined as:

(5)TPR =
TP

TP + FN

(6)FPR =
FP

FP + TN

Fig. 3   Schematic illustration of a tenfold cross-validation workflow. 
The dataset is split into a training set and test set. The training set is 
further split into tenfold upon which the cross-validation process is 
carried out 10 times, with each step involving training of the model 
with ninefold and testing with the excluded fold. Performance metrics 
(P) are calculated for each fold and the mean metric (PT) is calculated 
as the overall performance. Hyperparameter tuning occurs during this 
cross-validation process. A final evaluation is then performed on the 
tuned model using the test set, where at this stage no further tuning of 
the model occurs. Figure modified after Pedregosa et al. (2011)
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A common method for evaluating binary classification 
performance is to use a receiver operating characteristic 
(ROC) curve. Binary classifiers will provide a probability 
that an observation belongs to a class and if this probability 
is greater than the threshold (typically 0.5) it will classify 
the observation as belonging to the positive class. A ROC 
curve plots the true positive rate versus the false positive rate 
(FPR) as the discrimination threshold is varied for the classi-
fier. A classifier with no skill would show an equal TPR and 
FPR as the threshold is varied, whereas a skilful classifier 
would have a high true positive rate and low false positive 
rate. The area under the ROC curve for a classifier is known 
as the area under curve (AUC) and is commonly used as a 
metric for the performance of a classifier. AUC indicates 
the probability that a classifier will rank a randomly chosen 
positive observation higher than a randomly chosen negative 
observation (Fawcett 2006), where AUC = 1 would indicate 
a perfect classifier, and AUC = 0.5 would be a classifier with 
no skill.

Model optimisation

Parameters that are not directly learnt during machine learn-
ing, but which control how the algorithm itself constructs 
the model and learns from the data are known as hyperpa-
rameters and are specified ‘up-front’ during initialisation of 
the model. Examples of hyperparameters are number and 
maximum length of trees in the Random Forest algorithm, 
the number and size of layers in an artificial neural network, 
or the regularisation factor and kernel function for a support 
vector machine. To select the optimal hyperparameters for 
each algorithm, a ‘grid search’ is used that fits the model 
to the dataset using different combinations of specified 
hyperparameters and returns the optimal hyperparameters 
for the model using tenfold cross-validation. A full list of 
tuned hyperparameters from this study is provided in ESM 
1, Table S2.

Results and discussion

Bivariate discrimination plots

Understanding the petrogenesis of arc magmas associ-
ated with porphyry deposits has typically relied on bivari-
ate plots, primarily involving Sr, Y and REE ratios (e.g. 

(7)PPV =
TP

TP + FP

(8)F1 = 2 ×
PPV × TPR

PPV + TPR

Richards and Kerrich 2007; Loucks 2014). Bivariate plots 
can partly separate the dataset compiled here, demonstrating 
differences in the chemistry of fertile arc rocks compared to 
unfertile arc rocks (Figs. 4 and 5), consistent with previous 
studies (high Sr/Y, high Al2O3/TiO2, high Sr/MnO and high 
La/Yb). Such plots may be useful in exploration for terranes 
predisposed to host porphyry Cu deposits. However, an issue 
with such bivariate classification schemes is that many mis-
classifications exist due to overlap between the two classes. 
For example, separate kernel density plots for the classes in 
the dataset demonstrate that the bivariate fertility signals 
are not useful for less evolved compositions (< 60 wt%; 
Fig. 4). Furthermore, the discriminating features are more 
pronounced for porphyry Cu deposits found in thicker arcs 
and associated with calc-alkaline magmas (typically Cu- and 
Mo-rich porphyries), than for many porphyry deposits that 
are found in thinner arcs and which are generally associated 
with high-K calc-alkaline and shoshonitic magmas, and are 
typically Au-rich (Figs. 4, 5 and 6; Sillitoe 1997; Müller and 
Groves 2019; Chiaradia 2020). Thus, false negative fertil-
ity signals are frequently observed in igneous rocks asso-
ciated with Cu–Au porphyry systems. Additionally, false 
positives can be common using such classification schemes 
partly because bivariate signatures such as high Sr/Y and 
high La/Yb are not exclusive to magmas forming porphyry 
Cu deposits and can form through a variety of petrological 
processes (e.g. Bourdon 2002; Topuz et al. 2005; Macpher-
son et al. 2006; Chiaradia, 2009; Moyen 2009).

We tested the performance of the Loucks (2014) SiO2 vs 
Sr/Y and Ahmed et al. (2020) Sr/Y vs Sr/MnO schemes on 
our dataset prior to implementing supervised machine learn-
ing techniques. Loucks (2014) suggested that igneous com-
plexes having Sr/Y > 35 at SiO2 > 57 wt% should be consid-
ered Cu-fertile (Fig. 5). Based on our dataset, this criterion 
produces an accuracy score of 69% for porphyry Cu depos-
its associated with calc-alkaline magma suites (TPR = 77%, 
FPR = 35%), and an accuracy of 65% for porphyry Cu depos-
its related to high-K calc-alkaline and shoshonitic magma 
suites (TPR = 72%, FPR = 34%). Classifying the data com-
piled here using the Sr/Y vs. Sr/MnO fertility classification 
diagram (Ahmed et al. 2019; Fig. 6) returns a 48% clas-
sification accuracy (TPR = 68%, FPR = 25%) for porphyry 
Cu deposits associated with calc-alkaline magma suites and 
a 45% accuracy (TPR = 56%, FPR = 26%) for porphyry Cu 
deposits related to high-K calc-alkaline and shoshonitic 
magma suites (Fig. 6). These tests demonstrate that such 
schemes are useful but can be limited. Lower classification 
performance is seen for the alkaline rocks in both cases, and 
the former test yields approximately 1 in 3 false positives. 
We suggest that this is mainly a consequence of the small 
number of elements being used to classify the data, which do 
not account for the full variance of the datasets and therefore 
cannot capture the full, underlying differences between the 
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populations. These data populations may instead be better 
separated in high dimension space, where a larger proportion 
of the data variance can be modelled.

Bivariate plots can still be used to visualise the higher 
dimension space of the data by plotting PC scores. The PC 
loadings that relate to these scores can reflect key geologi-
cal processes that may be important fingerprints of magma 
evolution and porphyry copper deposit potential (Fig. 7 and 
ESM 1, Fig. S8). A plot of PC1 vs PC2 for the entire dataset 
(Fig. 7a) allows 70% of the dataset variance to be repre-
sented which, in this case, is the maximum possible on a 
bivariate plot. The related PC loadings plot (Fig. 7b) shows 
which elements exert control over each PC, enabling a visu-
alisation of data variance related to geological processes. 
Here, magma differentiation appears to be the process con-
trolling PC1 because Mg, Ca, Fe, Mn and Ti have large posi-
tive loadings, whereas K, LREEs and Si have negative load-
ings. PC2 appears to predominantly reflect mineral-specific 
fractionation processes typical of the lower arc crust (e.g. 
garnet, amphibole and lack of plagioclase) because MREEs, 
HREEs and Y (compatible in amphibole and garnet) have 
high positive loadings but Sr, Al, Na, Si and Eu (compatible 
in plagioclase) exhibit negative loadings.

A few key observations can be drawn from Fig. 7. First, 
the fertile magmas fall further along an igneous differentia-
tion trend (lower PC1 scores) than unfertile rocks, consistent 
with the association of porphyry Cu deposits with interme-
diate-felsic arc magmas. Second, fertile magmas have expe-
rienced fractionation deeper in the crust (lower PC2 scores) 
compared to unfertile magmas in accordance with their high 
Sr/Y and La/Yb ratios and common association with arcs 
where the crust is thick. We find that porphyry Cu depos-
its associated with calc-alkaline magmas evolved at deeper 
levels in the crust (lower PC2 scores) than those associated 
with alkaline magmas. This is in line with the link between 
porphyry deposits in thicker arc crust (typically Cu-rich and 
Au-poor) with calc-alkaline magmas, and between porphyry 
deposits in thinner arc crust (typically Au-rich) with more 
alkaline magmas (Sillitoe 2000; Richards 2009; Chiaradia 
2020; Park et al. 2021).

Machine learning results

Average performance metrics for each classifier are reported 
from the tenfold cross-validation process (Table 2), with 
individual metrics for each fold reported in ESM 1, Table S3. 
All algorithms show similarly strong performance for preci-
sion (0.84–0.88), recall (0.75–0.78), F1 score (0.79–0.80), 
FPR (0.10–0.14) and accuracy (0.81–0.83). These average 
scores are a significant improvement compared to those 
obtained from testing the classifiers of Loucks (2014) and 
Ahmed et al. (2019). For each supervised machine learning 

Fig. 4   Kernel density plots showing the frequency distribution of 
Sr/Y (a and b) and La/Yb (c and d) in the training dataset. Separate 
plots are given for less evolved (< 60 wt% SiO2) and more evolved 
(> 60 wt%) compositions to illustrate that previously defined ‘fertil-
ity indicators’ produce more false negatives in less evolved composi-
tions. The separate curves for calc-alkaline (CA)- and alkaline-related 
(K) porphyry systems demonstrate that some signatures (e.g. high 
Sr/Y) are less pronounced in alkaline-related porphyry systems. The 
small bump at ~ 150 Sr/Y for alkaline-related porphyry systems is 
caused by the Qulong porphyry Cu–Mo deposit which display atypi-
cal high-Mg, ultrapotassic and high Sr/Y compositions



	 Mineralium Deposita

1 3

Fig. 5   Scatterplots of trace element ratios vs. SiO2. (a) Sr/Y plot from 
Loucks (2014) with a dashed line indicating the Cu-fertile criterion 
of Sr/Y > 35 at SiO2 > 57 wt%. (b) Al2O3/TiO2 (Loucks 2014), (c) Sr/
MnO (Ahmed et  al. 2019). (d) La/Yb. Porphyry Cu rocks are sepa-
rated based on their magma affinity where alkaline refers to rocks that 

classify as high-K calc-alkaline to shoshonitic compositions (Peccer-
illo and Taylor 1976). Compositions of the test dataset (Quellaveco, 
Chipispaya, Corcapunta and Coastal Batholith) are included for com-
parison
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technique studied here, the ROC curve was computed for 
each fold completed in the tenfold cross-validation process 
(ESM 1, Fig. S9). An average ROC curve for each classi-
fier was determined using vertical averaging (Fawcett 2006), 
allowing comparison of the performance of the four classi-
fiers (Fig. 8). For all four classification techniques used, the 
AUC varied between 0.87 and 0.89, indicating that there is 
an 87–89% probability that the classifiers rank a randomly 
selected fertile rock higher than a randomly selected unfer-
tile rock (Fawcett 2006).

Independent tests of model performance

A limitation of using such model validation is that the test-
ing of the classification techniques may use data from depos-
its or locations that the models have been trained on. To 
further test the strength of the classification techniques, the 
models were tested on four independent datasets containing 
data from three porphyry Cu systems that do not appear in 
the training dataset at all, plus additional withheld unfer-
tile GEOROC data. The three porphyry Cu deposits tested 
are of varying size, type and tectonic setting, all found in 
the Peruvian Andes: (i) Quellaveco—a giant Palaoecene-
Eocene porphyry Cu–Mo deposit (3000 Mt at 0.57% Cu); 
(ii) Corcapunta—a Miocene porphyry Cu–Mo prospect; 
and (iii) Chipispaya—a Miocene porphyry Cu–Au prospect. 
Whole-rock data for Corcapunta and Chipispaya are pro-
vided in ESM 2 and data for Quellaveco are from Nathwani 
et al. (2021). The data from Corcapunta and Chipispaya 

were acquired during the same analytical runs described in 
Nathwani et al. (2021), and quality control of data can be 
found therein. Distributions of elements in the training and 
test datasets were monitored to ensure no biases were present 
due to the different analytical methods (ESM 1, Fig. S10).

Classification of the fertile test datasets against the with-
held unfertile data, using the four trained classification 
models, produced good classification performance (Fig. 9a; 
ESM 1 Table S4) with models giving accuracy scores of 
0.93–0.97 (TPR = 0.95–1.00 and FPR = 0.06–0.13), except 
for the support vector machine which yielded an accuracy 
of 0.46 since it could not correctly classify any of the fer-
tile observations (TPR = 0). All models gave AUC scores 
of 0.91–1.00.

A limitation of such model testing is that using GEOROC 
data as the negative class may not be wholly realistic because 
this database comprises mostly volcanic rocks, many of 
which are mafic-intermediate compositions not typically 
associated with porphyry Cu deposits. As a further test, 
we evaluated the ability of the models to discriminate the 
porphyry Cu test datasets from granitoids from the Coastal 
Cordillera, Chile (Jara et al. 2021), which arguably more 
realistically represent the unfertile lithologies that would be 
encountered in porphyry Cu exploration. For this test, clas-
sification performance is weaker, with accuracy = 0.68–0.71, 
TPR = 1.00 and FPR = 0.36–0.54. This indicates that all fer-
tile rocks were correctly classified as fertile, but many false 
positives (or assumed false positives given that there may be 
undetected fertile systems present in the dataset) are present. 

Fig. 6   Whole-rock geochemical data compilation plotted on the 
bivariate fertility classification scheme of Ahmed et  al. (2019) for 
porphyry deposits associated with calc-alkaline magmatic suites (left) 
and high-K calc-alkaline-shoshonitic magma suites (right). Magma 
affinities are from literature, whole-rock geochemistry (Peccerillo and 
Taylor 1976) and reported nomenclature of igneous rocks, following 

the approach of Chiaradia (2020). The accuracy, true positive rate 
(TPR) and false positive rate (FPR) are calculated based on this clas-
sification scheme. These metrics are calculated using the same data 
used to train the machine learning models, hence allowing compari-
son between bivariate and machine learning classifiers. Data within 
the overlapping ‘mixed zone’ are assigned as misclassifications
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However, apart from the support vector machine (SVM), the 
AUC scores are still high (0.97–1.00), indicating that despite 
the binary classification deteriorating, the models are still 
able to robustly predict a higher probability of fertility for 
the porphyry Cu-associated rocks compared to the unfer-
tile data. This emphasises that the probabilities extracted 
from such models may be most useful, rather than the binary 
output alone. Overall, the strong classification performance 
validates the inference that magmatic processes associated 
with porphyry Cu formation are distinct from processes in 

typical magmatic arcs (e.g. Wilkinson, 2013), illustrating 
the additional knowledge that can be extracted by process 
validation (Grunsky and Caritat 2019).

Significantly, there is little difference in classification 
metrics between the various porphyry Cu deposits in the 
test dataset (ESM 1, Fig. S11); hence, the models could be 
used regardless of the magma affinity or deposit size/type. 
We note that many exploration programmes aim to discrimi-
nate fertile rocks from specific lithologies, in which case the 
training dataset could be refined, or sample weights could 

Fig. 7   Principal component analysis plots of the training and test 
(Chipispaya, Corcapunta and Quellaveco) datasets. (a) PC1 vs PC2 
scores which illustrate the maximum variance possibly represented on 

a 2D plot (70% variance). (b) PC loadings plot for PC1 vs PC2 where 
vectors for each clr-transformed element show their relative loadings 
in each of the two PCs shown in (a)

Table 2   Mean performance metrics after a tenfold cross-validation of the training dataset (SVM = support vector machine, ANN = artificial neu-
ral network, LR = logistic regression, RF = Random Forest). Values in parentheses are 1-sigma standard deviations

Accuracy F1 Score Precision TPR (Recall) ROC-AUC​ FPR

SVM 0.81 (0.11) 0.79 (0.14) 0.86 (0.06) 0.75 (0.21) 0.88 (0.11) 0.12 (0.05)
ANN 0.83 (0.09) 0.80 (0.12) 0.88 (0.05) 0.76 (0.18) 0.89 (0.10) 0.10 (0.04)
LR 0.81 (0.09) 0.80 (0.12) 0.84 (0.06) 0.77 (0.16) 0.87 (0.09) 0.14 (0.04)
RF 0.82 (0.10) 0.80 (0.13) 0.87 (0.05) 0.76 (0.18) 0.89 (0.11) 0.11 (0.04)
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be assigned during the training process whereby higher 
weighted observations more strongly control the position of 
the decision boundary.

Though Random Forest, logistic regression and artifi-
cial neural networks show comparably strong performance, 
we suggest Random Forest provides the most accessible 
and effective tool for geochemical exploration out of the 
classifiers studied here. The non-parametric properties of 
Random Forest, the in-built error prediction, feature impor-
tance evaluation and the ease of visualisation are all desir-
able properties. In Random Forest, feature importance can 
be assessed using an average of the mean decrease in the 
impurity, i.e. how much each variable reduces uncertainty 
when classifying data in a tree (Fig. 10a). Compositional 
components that appear at the top of classification trees have 
a higher importance as they produce the largest decrease in 
impurity. A second method is where features in a test dataset 
are permuted, and the test data are reclassified; any drop 
in the model performance after the feature is permuted is 
indicative of the feature importance (Fig. 10b). Lastly, Ran-
dom Forest shows the least variability in prediction accuracy 
during hyperparameter tuning and performs strongly using 
the default hyperparameters (Probst et al. 2019), making it 
effective across a range of problems ‘out of the box’.

Petrogenetic implications

A commonly cited limitation of supervised machine learn-
ing techniques is their ‘black box’ nature, in which the 

Fig. 8   Receiver operating characteristic (ROC) curves for each 
machine learning technique, showing the true positive rate versus 
false positive rate as the classification threshold is varied between 0 
and 1. The ROC curve for each model is an average of 10 curves from 
the tenfold cross-validation, determined by the trapezoid rule. For ref-
erence, a random (AUC = 0.5) and perfect classifier (AUC = 1.0) are 
shown

Fig. 9   Receiver operating characteristic (ROC) curves for model tests 
that were performed on data unseen in the training process. a ROC 
curves for each model when discriminating data from the Quellaveco, 
Chipispaya and Corcapunta porphyry Cu deposits from GEOROC 

data that was randomly sampled and withheld prior to model train-
ing. b ROC curves for each model when discriminating data from the 
Quellaveco, Chipispaya and Corcapunta porphyry Cu deposits from 
data from the Coastal Cordillera (Chile)
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procedure used to obtain the classification result is opaque 
(e.g. Papernot et al. 2017; Rudin 2019). This can lead to 
unexplainable methodologies that do not improve knowl-
edge of the processes contributing towards data separation. 
Supervised machine learning models, which are ‘black box’, 
can make informed revision of imperfect classifications dif-
ficult and can impact the wider adoption of derived models. 
The use of feature importance analysis is one way to address 
this problem, where scores are assigned to features based on 
their importance in predicting the target variable. Quanti-
fied feature importance derived from petrological data using 
machine learning has been shown to provide insights into 
petrogenetic processes (Ueki et al. 2018; Petrelli et al. 2020; 
Lindsay et al. 2021).

Feature importance scores for the dataset interrogated 
here were calculated using Python’s sci-kit learn implemen-
tation of Random Forest. This reveals that the most impor-
tant features used to classify magma fertility in arc rocks by 
the trained model are K, Tb, Sr and Mn for Gini importance 
(Fig. 10a), and Mn, K, Sr and Fe for permutation importance 
(Fig. 10b).

The other classifiers used in this study do not contain 
inbuilt functions for feature importance. Fortunately, model 
explainability libraries such as SHAP (Lundberg and Lee 

2017) and LIME (Ribeiro et al. 2016) can derive feature 
importance scores from many supervised machine learning 
techniques. Here we use SHAP (Shapely Additive exPla-
nations) to explain individual predictions using the shap 
library for Python (Lundberg and Lee 2017). SHAP values 
are calculated using a coalition game theory in which dif-
ferent coalitions of the feature set (i.e. numerous iterations 
of the models with all possible element combinations) are 
used to re-estimate the class prediction, and the difference 
in prediction when a specific feature is observed versus 
excluded is averaged. Individual compositional parameters 
are input into the SHAP model rather than the PC scores to 
allow better recognition of the relative importance of each 
parameter. Inputting elements as clr-coordinates instead of 
PC scores will produce slightly different models to those 
that were validated/tested; however, we prefer the additional 
interpretability in having feature importance scores assigned 
to individual chemical components and do not anticipate 
large differences between these models. We emphasise that 
such feature importance scores reflect the importance of a 
feature to the model, rather than the direct importance of 
this feature in nature.

Feature importance modelling is particularly challeng-
ing for features with high multicollinearity. As an example, 
because REEs are collinear, a model might predominantly 
use Tb rather than its neighbouring REEs since they do not 
provide any further information and thus rendering them 
redundant. This can lead to large differences in feature 
importance for such collinear features.

Using the SHAP library, feature importance scores were 
calculated for each model during classification of the test 
dataset and averages of these are reported (Fig. 11). Gener-
ally, the five highest ranked features are similar between the 
classifiers: support vector machine (Mn, Sr, Al, Tb and K), 
artificial neural network (Sr, Mn, Al, Ca and Tb), logistic 
regression (Al, Tb, Mn, Sr, Ce and La) and Random Forest 
(Al, K, Mn, Sr and Ti). A key advantage of SHAP is that fea-
ture importance scores can be calculated for individual com-
positions (ESM 1, Figs. S12-15). Analysis of these scores 
indicates that the components which display high concentra-
tions in fertile rocks compared to the unfertile rocks are Al, 
Sr, K, LREEs and Ti, whereas components that are low in 
fertile rocks are Mn, MREE-HREEs and Ca.

The derived features of importance can be used to inter-
pret petrogenetic processes that are key to forming magmas 
parental to porphyry Cu deposits. Low Mn is consistent 
with previous work which suggested that early fractiona-
tion of phases such as amphibole and garnet, in which Mn 
is compatible during high pressure magma differentiation 
in thickened arcs (e.g. Damphibole/melt

Mn = 1–28; Nandedkar 
et al. 2016), can produce low-Mn derivative melts (Tang 
et al. 2020). Alternatively, low Mn may result from hydro-
thermal fluid loss during porphyry emplacement (Baldwin 

Fig. 10   Normalised feature importance scores generated by the Ran-
dom Forest algorithm when discriminating fertile and unfertile data. 
a Mean decrease in impurity for each element. b Permutation impor-
tance where data from the test dataset were re-classified by the Ran-
dom Forest model with each feature permuted to evaluate their influ-
ence on the output. Features were permuted 10 times each and the 
average decrease in accuracy is shown, where the error bar indicates 
the  1-sigma standard deviation. Negative mean accuracy indicates 
permuting the feature improved the model performance
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and Pearce 1982). High Al and high Sr in porphyry-related 
magmatic suites have also been previously observed and 
related to suppression of plagioclase fractionation in hydrous 
melts at high pressures (Feiss 1978; Mason and Feiss 1979; 
Loucks 2014).

As noted above, interpreting individual feature impor-
tance scores for REEs is challenging due to multicollinear-
ity. However, all models have identified Tb (and moderate 
importance for Dy and Ho) as the most useful REEs for clas-
sification, which broadly coincides with the peak amphibole-
melt partition coefficients for the REEs (Nandedkar et al. 
2016). This implicates amphibole (± titanite) fractionation in 
the lower crust during the generation of fertile arc magmas, 
in agreement with the numerous studies that have identified 
listric REE curves in igneous rocks associated with porphyry 
Cu deposits (Richards and Kerrich 2007; Richards, 2011; 
Loucks 2014; Nathwani et al. 2021). Our models have not 
identified a strong role for the HREEs in classifying fertile 
magmas which could suggest a lesser role of garnet (± zir-
con) in producing these magma compositions. Garnet is 
stable in magmas at higher pressures (> 0.8 GPa) and/or 
higher melt water contents (> 8 wt% H2O) (Alonso-Perez 
et al. 2009) which are conditions that are often linked with 
porphyry Cu fertile magma evolution in the lower crust 
(e.g. Lee and Tang 2020). The inferred greater importance 
of amphibole fractionation in generating fertile magma com-
positions, as derived from our models, may reflect the most 

common intra-crustal conditions (pressure and melt water 
contents) under which parental magmas for porphyry Cu 
deposits are formed. Overall, the most important geochemi-
cal features are consistent with previous petrological studies 
of porphyry Cu deposit formation which emphasise crustal 
thickening fostered by strongly compressional tectonic set-
tings and consequent magma evolution at depth (Rohrlach 
et al. 2005; Chiaradia et al., 2009; Richards et al. 2012; 
Chelle-Michou et al. 2015; Nathwani et al. 2021).

Machine learning biases and additional influences

The design, evaluation and application of machine learning 
algorithms in mineral exploration requires consideration of 
biases that may skew decisions towards a particular group. 
Many of these biases are data biases, since large datasets are 
often heterogeneous with many subgroups (Mehrabi et al. 
2019). For example, the porphyry Cu deposits within the data-
set explored here may be globally unrepresentative because 
studies tend to focus on the largest deposits in mature explo-
ration terranes such as the Andes. Additionally, our models 
assume equal meaning and importance of a range of deposit 
styles, sizes and economic importance, in varying tectonic 
regimes (i.e. accumulation bias), which are not equally repre-
sented in the training dataset (see Table 1). There are also key 
differences between the two data classes. The fertile dataset is 
largely based on known mineral occurrences, where sampling 

Fig. 11   Normalised feature importance (SHAP) scores for classifica-
tion of the test datasets by each classifier. Higher feature importance 
scores indicate a larger importance in discriminating the data from 
unfertile/fertile arc rocks, as determined by coalition game theory. 

Asides from Random Forest, these were calculated based on a ran-
dom subset of 10 observations from each test dataset because the 
SHAP calculations are more computationally expensive for these 
models
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in the original studies focused on the weak to strongly altered 
porphyritic intrusions, mostly emplaced at < 6-km depth 
(Seedorff et al. 2005), with dense spatiotemporal sampling. By 
contrast, the unfertile dataset, mostly derived from GEOROC, 
contains a spectrum of mostly unaltered igneous rock types 
and compositions with a sparse geographical distribution, 
emplaced at a range of depths or erupted at surface. These 
biases are non-exhaustive, partly unavoidable and of varying 
importance based on the application, but can be partly miti-
gated with more rigorous sampling, sub-sampling and weight-
ing of sub-groups during the training process.

Despite these limitations, we suggest our approach is valid 
because the signatures of magma fertility (Sr/Y, La/Yb and Sr/
MnO) have been found both in volcanic rocks associated with 
porphyry deposits (e.g. Behnsen et al. 2021) and in the deeper 
source granitoids of porphyry systems (e.g. Ahmed et al., 
2020). A broad background dataset is necessary in super-
vised machine learning for geochemical exploration to allow 
the classifiers to recognise the range of rock types that may 
be encountered during application. Re-running our models, 
where the GEOROC dataset was refined to only include plu-
tonic rocks, only led to a small (~ 0.05 decrease in ROC-AUC) 
reduction in model performance and no systematic changes to 
feature importance (Figs. S16 and S17).

Despite the data filtering techniques and dimensional-
ity reduction used to prepare the dataset, an additional bias 
arises because many of the rocks from porphyry depos-
its have some hydrothermal alteration. The addition and 
removal of elements during hydrothermal alteration asso-
ciated with mineralisation could mean that the classifiers 
are partly discriminating differences in degree of alteration 
instead of differences in primary igneous geochemistry. 
Generally, a partly hydrothermally influenced classification 
model is still empirically useful, but clouds the underlying 
process understanding and may diminish classification accu-
racy because of the potential for significant spatial variabil-
ity in alteration effects (Ulrich and Heinrich 2002; Cooke 
et al. 2014). Furthermore, these effects can partly to strongly 
obscure certain igneous signatures; for example, the mobility 
of Sr can impede its use in fingerprinting magma fertility 
(Wells et al., 2021). These hydrothermal effects are more 
likely for the most fluid mobile components, such as K, Sr, 
Mn, Ca and Fe. Despite this, we find most of the variance 
displayed by these elements is explainable by magmatic pro-
cesses, as evidenced by PCA (Fig. 7 and ESM 1, Fig. S8).

Conclusions

We have demonstrated that four supervised machine 
learning techniques (logistic regression, artificial neural 
networks, support vector machines and Random Forest) 
can be trained to discriminate igneous rocks spatially and 

temporally associated with porphyry copper deposits from 
those unrelated to mineralised systems with high perfor-
mance, regardless of magma affinity deposit type or size. 
This methodology is superior to more traditional bivariate 
classification schemes. Our generalised approach can be 
adapted for more bespoke exploration applications, such as 
targeting a more specific deposit type or size, using a more 
refined training dataset, or by applying weightings during 
the training process. Many of these techniques require crit-
ical pre-processing steps to account for many properties of 
geochemical datasets such as compositional data effects, 
sparsity, high multicollinearity and class imbalance. Ran-
dom Forest potentially provides the most transparent and 
simple model, requiring little pre-processing of data.

Feature importance scores derived from the classifi-
ers provide a degree of interpretability that can help to 
encourage model adoption. These scores also provide use-
ful insights into petrogenetic processes associated with the 
formation of magmas parental to porphyry Cu deposits. 
The most important components that help to discriminate 
fertile arc rocks from unfertile rocks are high Al, low Mn, 
high Sr, high K and listric REE patterns. Several of these 
(Al, Mn, MREEs and Sr) are consistent with geochemi-
cal signatures produced during hydrous, high-pressure 
magmatic evolution in the lower crust where plagioclase 
fractionation is suppressed, and amphibole (± garnet) are 
abundant fractionating phases. Thus, the derived features 
of importance further validate previous petrological stud-
ies of porphyry Cu deposit–related magmas. Overall, our 
approach demonstrates the power of utilising the high 
dimension space of geochemical data for making informed 
classifications for efficient mineral exploration.
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